
Macroeconomics with Learning and Misspecifications

Macroeconomics with Learning and
Misspecifications

A General Theory and Applications

Pooya Molavi – MIT – JMP
Thomas Bourany

Macro Reading Group

January 2018

T. Bourany – P. Molavi (JMP) Macroeconomics with Learning and Misspecifications January 2018 1 / 14



Macroeconomics with Learning and Misspecifications

Introduction

Introduction

I Rational-expectations models requires very high level of
sophistication from agents

• However, abandoning rational expectations leads a modeler into the
”wilderness of bounded rationality” (Sargent)

• Recent profusion of different behavioral models

I This paper proposes a unified and flexible framework of behavioral
macroeconomics

• Build a theory where agents face constraints on beliefs & behaviors

• Agents’ model of the economy is different from the one they live in :

– Their model is ”misspecified”

• They can learn about the economy and take optimal decisions
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Introduction

Introduction – Contribution

⇒ Three contributions of the paper :
1. General solution concept with arbitrary form of misspecification

– Agents select their belief from a constrained set
– Minimize distance from the endogenous distribution of observables

– Foundation as the limit of Bayesian/Adaptative learning
– Concept of ”Constrained-rational expectation equilibrium”

(CREE), where rational expectation (REE) is a special case

2. New deviation from REE with low-dimensional (linear) hidden
factor models

– Conditions for amplification and persistence of shocks

3. Applications to medium scale DSGE, for quantitative results.
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A general framework

Model

I Recursive general equilibrium economy with representative agent.
• Restriction : Markovian processes and parametric beliefs

I Steps :
0. Agents make choices xt, see observables yt, they have beliefs about

future y with Qθ(dy), and they don’t see the states zt

1. Temporary equilibrium T
– Structure of the economy : map from expectations to choices

2. Determination of beliefs as minimization of the Kullback-Leibler
divergence

– Measure of distance between the beliefs Qθ(dy) and reality of
observables T(dy)

3. Constrained rational-expectations equilibrium (CRRE) as
fixed-point (invariant distribution) of steps 1. and 2.
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A general framework

Step 1

Model – Step 1 – Recursive Temporary equilibrium T
• Agents make choices xt, see observables yt

• States zt are unobserved and follow zt ∼ Π(·|yt−1, zt−1)
• Agent believe yt ∼ Qθ(·|yt−1), i.e. subjective model of transitions

V(x−, y, θ) = max
x∈Γ(x−,y)

J(x−, x, y′) = max
x∈Γ(x−,y)

[
u(x−, x, y) + β

∫
Y
V(x, y′, θ)Qθ(dy′|y)

]

• A recursive temporary equilibrium is a transition probability
T : (x−, y−, z−, θ) 7→ T(x, y, z|x−, y−, z−, θ) ∈ P(X×Y×Z) , s.t. :

(i) Agents decisions are optimal :

x ∈ x(x−, x, y′) = argmax
x∈Γ(x−,y)

J(x−, x, y′) for T-a.e.(x, y)

(ii) General-equilibrium requirement are satisfied :

G(x, y, z) = 0,

(iii) Consistency between transition of state and equilibrium outcomes :

T(B|x−, y−, z−, θ) = Π(B|y−, z−) ∀B ⊂ Z
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A general framework

Step 2

Model – Step 2 – Set of beliefs / Kullback-Leibner div.

I Parameters of agents’ belief are included in a (potentially
constrained) set of models θ ∈ Θ

• Choose the model – used for Qθ (density qθ) – to be the closest to
the distribution of observables, i.e. T(x, y, z|x−, y−, z−, θ)

I Imply to minimize the Kullback-Leibner divergence, i.e. for any µ

H(Qθ, T, µ) = −
∫

X×Y×Z

∫
Y

log
(
qθ(y|y−)

)
T(dy|x−, y−, z−, θ)µ(dx−× dy−× dz−)

• If Qθ(dy) ≡ T(dy|·) µ-a.e. then H(Qθ,T, µ) = 0
• Θ may not contains the model generating T , in such case,

the agents’ model is misspecified
• Bayesian/Adaptative learning foundation for this distance
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A general framework

Step 3

Model – Step 3 – CRRE

I For a given temporary equilibrium T , a constrained
rational-expectations equilibrium (CRRE) is a triple
(T, µ∗,Θ∗)s.t. :

(i) There is a fixed point of the temporary equilibrium,
i.e. µ∗ is the stationary distribution of T, (i.e. µ∗ = µ∗T)

(ii) The agent optimally choose its best model :
Θ∗ = argmaxθ∈Θ H(Qθ,T, µ∗)

(iii) µ∗ is supported on X×Y×Z×Θ∗

I Thm 1 : If the economy has a continuous temporary eq. T ,
then a CRRE exists

I Proof : Kakutani-Glicksberg-Fan fixed point theorem.
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Learning foundations for CREE

Learning foundations for CREE
I Bayesian and Adaptative learning equilibria as foundation for the

minimization of K-L-div.
I Bayesian equilibrium :

P
[
(xt, yt, zt, λt) ∈ B |{ xs, ys, zs, λs}t−1

s=0

]
= T(B|xt−1, yt−1, zt−1, θ), ∀B

I Asymptotic Mean stationarity : with µt(B) = P ((xt, yt, zt, θ) ∈ B),

µt(B) =
1
t

t−1∑
s=0

µs(B)
weakly−−−→
t→∞

µ(B)

I Thm 2 : For T a continuous temporary eq., if it is asymptotic mean
stationary then there is a proba distribution µ∗ and Θ∗ closed set s.t. :

(i) For U1 ⊂ K ⊂ U2, we have µ∗(U1) ≤ µt(B) ≤ µ∗(U2)

(ii) U ⊃ Θ∗ then limt→∞ λt(U) = 1
(iii) The triple (T, µ∗,Θ∗) is a CREE

• Proof : LLN for Markov chains and extension of stat-result on
concentration of Bayes estimates on minimizers of K-L-div.
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Application 1 - Misspecification in Hidden factor model

Hidden factor model

I Agent subjective model of the economy (like a filtering problem) :
• Underlying state : ωt = Aωt−1 + εωt

• Observables : ot = B′ωt + εot

• Estimates (Kalman updating) : ω̂t = (A− KB′)ω̂t−1 + Kot

• Parameters : θ = (A,B, σω, σo)

I Real model of the economy, i.e T temporary eq. :
• Optimal choice : xt = (c, 1)ot + Et

θ
[∑∞

s=1 β
s(c, 1) ot+s

]
• Equilibrium condition : ot = (xt, zt)

′

• State evolution zt = ρzt−1 + ε

I If rational expectations :
• Rational estimates : ωt = zt,A = ρ,B = (1/(1− c− βρ), 1) etc.
• Agents reacts : xREE

t = 1
1−c−βρ zt
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Application 1 - Misspecification in Hidden factor model

Hidden factor model - Amplification and persistence

I Suppose the set constraint is s.t. Θ = {θ} = {A,B, σω, σo}
(only one model at their disposal

xCRRE
t =

1
1− c− βϕ(A,B)kx

[
βϕ(A,B)(A− KB′)ω̂t−1 + (1 + βϕ(A,B)kz) zt

]

I Amplification of shocks :
• Prop 4 : Depending on parameters, shocks to states (εt) amplify

agents choice xt under CREE.
I Persistence of shocks :

• Prop 5 : Depending on parameters, shocks to states (εt) are
history-dependent under CREE.

I Extension : with larger Θ could compute and minimize the K-L-div.
and choose the

T. Bourany – P. Molavi (JMP) Macroeconomics with Learning and Misspecifications January 2018 10 / 14



Macroeconomics with Learning and Misspecifications

Application 1 - Misspecification in Hidden factor model

Hidden factor model - Amplification and persistence

I Suppose the set constraint is s.t. Θ = {θ} = {A,B, σω, σo}
(only one model at their disposal

xCRRE
t =

1
1− c− βϕ(A,B)kx

[
βϕ(A,B)(A− KB′)ω̂t−1 + (1 + βϕ(A,B)kz) zt

]
I Amplification of shocks :

• Prop 4 : Depending on parameters, shocks to states (εt) amplify
agents choice xt under CREE.

I Persistence of shocks :
• Prop 5 : Depending on parameters, shocks to states (εt) are

history-dependent under CREE.
I Extension : with larger Θ could compute and minimize the K-L-div.

and choose the

T. Bourany – P. Molavi (JMP) Macroeconomics with Learning and Misspecifications January 2018 10 / 14



Macroeconomics with Learning and Misspecifications

Application 2 - CRRE-d model and DSGE

Quantitative exploration

I Medium scale DSGE model a la Christiano, Eichenbaum, Evans
(2005) / Smets-Wouters (2007)

• Agents observation and could form expectation on 14 variables in
the economy

• Only dispose of a one-factor linear model (or d for CREE-d model)
I Results :

• Hump-shape response to TFP/Monetary shocks
• Amplification of demand shocks (discount/gov spending) and ability

to generate business cycle
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Application 2 - CRRE-d model and DSGE

Conclusion

I Good attempt to unify the different models of bounded rationality
with a single flexible framework

• Can be adapted to many macro models
• Could maybe draw some insights from the stochastic control

literature
I Intuitive to think that agents have simpler models of the economy
I Interesting quantitative results
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