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Abstract

This paper revisits the standard "heterogeneous agents" model with aggregate shocks
by applying mathematical methods from Mean Field Games (MFG). If the Aiyagari-Bewley-
Huggett framework is a typical example of MFG, as formulated Achdou, Han, Lasry, Lions, and
Moll (2017), it is denoted "MFG with common noise" in presence of aggregate risk. Solving
such class of models usually suffers from the "curse of dimensionality" arising when behaviors
and the distribution of agents interact, and we develop novel methods to address this issue. By
relying on a discretization procedure for aggregate shocks — using tree structures and optimal
quantization with a finite number of shocks — we keep the full dimensionality of the MFG system.
This contrasts with standard methods that consider a finite set of moments (bounded-rationality
a la Krusell-Smith) or use Projection and Perturbation (& la Reiter). We apply our method
to the standard Krusell-Smith framework, while providing examples of two extensions (with
endogenous labor supply or the one-asset HANK model, cf. longer version). Our method is
relevant to analyze the transmission of large shocks on the wealth distribution. Uninsurable risk
causes wealthier agents to accumulate precautionary savings — increasing investment and capital
— while poorer Hand-to-Mouth agents expand consumption in response to aggregate shocks.

Both channels matter quantitatively, implying amplification effects of aggregate fluctuations.
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1 Introduction

One recent development of macroeconomics has been to integrate agent heterogeneity to
study the income and wealth distribution of households. Since Bewley (1986) and Aiyagari
(1994), this "heterogenous agents" literature has provided relevant answers on topics ranging
from the causes and dynamics of inequality to the distributional consequences of monetary or
fiscal policies!. One aspect of this literature investigates the implications of aggregate shocks
for income and wealth distribution. The present paper follows this tradition by providing new
methods to solve such type of model using tools from the Mean Field Games literature.

The first treatment of this topic goes back to Krusell and Smith (1998): when studying
incomplete market economies with both uninsurable idiosyncratic risk and aggregate risk, the
model features "approximate aggregation" in the behavior of agents: the macroeconomic aggre-
gates are almost perfectly described using only the mean of the wealth distribution, and controls
of agent are almost independent of their states. Therefore, one is naturally inclined to wonder
whether agent heterogeneity substantially changes the results at stake in "representative agent"
models. This paper investigate these questions.

In this project, we explore the implication of aggregate uncertainty — or "common noise"
— as in Krusell-Smith. As most heterogeneous agents model in economics, this framework is
an interesting example of Mean Field Games (MFG)2. A Mean-Field Game can be described a
game with a large number of "small" symmetric players: the interaction between them is only
reflected by the interaction between each agent and the "distribution" — i.e. the measure m; —

of the other agents:
oo
supE [/ e PLE(t, Xy, my, o )dt
o 0

dXt = b(t, Xt, my, Oét)dt + O'(t, Xt, mt)dBt + O'O(t, Xt, mt)thO

where B; and W) refers respectively to the idiosyncratic noise and the common noise.

This stochastic control problem boils down to a system of coupled partial differential equations:

e First, a Hamilton-Jacobi-Bellman (HJB) equation — where the agents make their choices

o* taking the measure m; of agents as given

e Second, a Fokker-Plank (FP, or Kolmogorov Forward) equation — where the measure m;

evolves, given optimal choices and the controlled process X" .

The standard Aiyagari-Bewley model has recently been reformulated as an example of
such Mean Field Game (MFG) by Achdou, Han, Lasry, Lions, and Moll (2017). The economic

problem is the following: households solve a typical consumption-saving problem and are subject

!One could mention for instance Gabaix, Lasry, Lions, and Moll (2016) for dynamics of inequality, Kaplan and
Violante (2014) for consumption and redistributive effects of fiscal stimulus, Heathcote, Storesletten, and Violante
(2014) for the influence of incomplete insurance on risk-sharing, consumption and labor supply, Benhabib, Bisin,
and Zhu (2011) on how both labor and capital idiosyncratic risk can generated Pareto wealth distribution and
Bhandari, Evans, Golosov, and Sargent (2018) on optimal monetary and fiscal policy in incomplete markets

2A summary on how to obtain the standard MFG system is recalled in the long version of this paper.
Developed simultaneously by Lasry and Lions (2007) and Huang, Malhamé, and Caines (2006), interested
readers can also find a comprehensive treatment in the lecture notes Cardaliaguet (2018).
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to idiosyncratic risk on their income. In an incomplete market and unable to hedge this risk,
the agents use the only asset at their disposal — saving in capital — to self-insure. This capital
stock is also used as an input factor by firms and ’'priced’ competitively at an interest rate.
However, there is a limited amount households can borrow, and this ’credit constraint’ forces
the agents to (over)- self-insure: that what we call "precautionary saving".

Our approach is to simulate the model by solving numerically this system of two equations,
using a finite-difference scheme. The two main particularities of the model are (i) a credit
constraint that acts as a "state-constraint", imposing a specific treatment of the PDE on the
boundaries and (ii) the mean-field interaction through the interest rate acting as a coupling
between the two PDEs that requires the search for an equilibrium fixed point.

When introducing aggregate uncertainty, this model is known as a Mean Field Game with
"common noise", i.e. common source of random shocks that applies to the MFG system as the
whole?. The treatment of such common noise is as old as the Krusell and Smith (1998) article
but impose challenging difficulties in mathematics.

When common noise interacts with both the behavior and the distribution of agents,
solving the model suffers from what is sometimes called "curse of dimensionality" by com-
putational economists. As explained in Carmona and Delarue (2018): "In order to account
for the dependence of the equilibria upon the realization of the common noise, it is necessary
to enlarge the space in which the fixed point has to be sought." The control problem becomes
infinite-dimensional and solving this model has appeared to be notoriously difficult.

The present master thesis offers a new numerical method to deal with such issue and to
simulate the MFG system with common noise. The main idea is the discretize the aggregate
shocks. Following the approach of Y. Achdou, we approximate the common noise — that can
be a two-state jump process or a Brownian motion — as a finite number of shocks using a tree
structure. Between each shock — i.e. on each branch of the tree — the MFG is a standard
deterministic system of two evolution PDEs, the HJB and the FP coupled by the interest rate.
The main challenge is to link the behavior of the MFG in function of the anticipation of future
aggregate shocks and in function of the evolution of past state variables (i.e. saving). A way to
include this is to (i) change the terminal condition for the HJB: the final value function is set to
be the expectation of future value functions over the different paths of common noise and (ii)
define the initial condition of the FP with the past wealth distribution before the realization
of the common noise. With these two methods, we can compute the evolution of the MFG for

different trajectories of aggregate productivity — i.e. the common noise in our setting.

This new method has several comparative advantages: it is the first method to keep
track of both the full heterogeneity of agents and their anticipation of future aggregate shocks.
However, the treatment of problem of MFG with common noise has a long history discussed in

two separate literatures.

3Here we will use indifferently the term "common noise" and "aggregate risk/shocks/uncertainty"



First, the literature of computational economics have searched to reduce to dimensionality
of the problem: Originally, Krusell and Smith (1998) approximated the wealth distribution
using finite number of moments and solving the control problem using this finite/bounded-
rational view of the economy. Later, Reiter (2010) used projection methods to approximate the
measure of agents with histograms and implemented linearization and perturbation methods
to simulate the economy for (necessarily small) aggregate shocks. With advances by Algan,
Allais, and Den Haan (2008) and Winberry (2016) who use parametric families to approximate
the measure, the combinaison of these methods have been relatively successful since the recent
article by Ahn, Kaplan, Moll, Winberry, and Wolf (2018). One need to note that truncation
methods have also been developed and offer parsimonious intuitions, and can be simulated using
Dynare, see Challe, Matheron, Ragot, and Rubio-Ramirez (2017) or the recent Ragot (2018).

In the mathematical literature, the goal has rather been to reformulate the problem in
infinite-dimension. A first approach using the master equation was introduced by P. L. Lions
in his lectures at the Collége de France. This amounts to define a PDE on the state-space
times the space of probability measures on the state and relying on differential calculus on the
Wasserstein space. As such, it allows to deal with problem without or with common noise by
treating the master equation of first or second order. This method, developed extensively in
Cardaliaguet, Delarue, Lasry, and Lions (2017) proves to be very powerful.

Another approach by Carmona, Delarue, and Lacker (2016) is to discretize the common
noise in order to treat the problem with a finite space. The idea, building around the notion
of weak MFG solution can be summarized as follow: First of all, without common noise, the
standard fixed-point procedure used in MFG consists in (i) fixing a measure m;, (ii) solving
the optimal control problem «F, (iii) finding the corresponding probability law of the controlled
process X7, (iv) iterating to find a fixed point m; = L£(X;). With the introduction of the
common noise, the measure considered is now a measure conditional on the common noise
L(X;|BY). However, conditioning introduces a major technical difficulty in the procedure above,
and the discretization is a way to bypass such complication. In section 3.1, we describe briefly
these approaches with a tentative to adapt these results to the Krusell-Smith model.

This project and the numerical scheme we developed relies on discretizing the common
noise to approximate the solution of the stochastic MFG system, as rationalized by this last
article. This method has the first and main advantage to preserve the non-linearity of the
system. It is the first technique able to describe precisely the evolution of policy functions and
distribution of agents along the different trajectories of the shock. This bypasses the traditional
use of linearization techniques as in perturbation methods. Moreover, the second strength of
our procedure is to be unambiguous on the anticipations of agents. With our discretization
of the common noise, we compute effectively the different trajectories of aggregate risk and
measure how agents expect and react to these future shocks. Even with a rough discretization,
we have a precise view on how agents hedge against aggregate risk. This can be proved relevant

in future research in economics and mathematical finance.



However, one of the main challenge of this approach is when the discretization procedure
is made finer: the number of trajectories can grow exponentially — and so does the computation
time. A goal for further research will be to develop novel techniques to be able to reach a greater
accuracy of the MFG with common noise. In the long version of this paper, we offer novel ideas
to tackle this problem by combining recent techniques of the mathematical literature.

To prove how this method can be relevant for MFG and heterogeneous agents models
(H.A.) in economics, we first describe our algorithm in section 4 and apply this method to the
main Krusell-Smith framework in section 5. When solving the model, we study the importance
of aggregate shocks on the shape of the wealth distribution and how precautionary saving can
change the reaction of households and the dynamics of aggregate variables.

In a brief description below and in the long version of this paper, we provide extensions
when labor supply in endogenous or prices are rigid. These H.A. models — analogous of the

RBC and the NK models — display even greater amplification channels of productivity shocks.

2 DModel: the Aiyagari-Bewley-Huggett framework as a MFG

In one of its simplest formulation, the model shows the economy, composed of a continuum
of households. They face idiosyncratic and uninsurable income shocks, and are subject to a
credit (borrowing) constraint. They thus solve the following stochastic control problem:
oo
sup Eo/ e Plu(cy)dt
Ct 0
subject to : day = (zpwy + reap — cp)dt (Budget constraint)

and ar > a (Credit constraint)

where a is wealth — the state variable we’ll focus on — ¢; consumption, p rate of time preference,
u(+) a utility function, supposed increasing and concave (v’ > 0,u” < 0). For the simulation,

the utility will be a Constant Relative Risk Aversion (CRRA) utility, i.e. u(c) = Cll__,;

The income is composed of a wage w; and productivity factor z;. The wage wy, and interest

rate 7, will adjust in general equilibrium, considering the firm’s side (cf. next subsection). The
productivity z; is subject to shocks that are (i) idiosyncratic and (ii) uninsurable (agents can
not hedge/cover against this risk). z intuitively represents the state of the agent, for instance,
employment 2p;g, = 22 and unemployment 24, = 21 = %22. In this presentation, it is modeled
simply as a jump processes with two states {z1,z2} (with intensities Aj, A2, the higher the
intensity, the higher the proba to jump). However, one can generalize it any stochastic process:
e.g. diffusion dz; = b(z;)dt+o(z;)dBy, Poisson or Levy processes. The only numerical constraint
is that it has a bounded domain?.

One of the specificities of this problem is the credit constraint, which is a state constraints:

as > a. State constraint is a complicated problem for control theory. In our situation, intuitively,

4In case of diffusion, it will be reflected after a limit
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the optimal strategy of the agent might be (and will be) to move on the constraint (0€2) and
stay there (poverty trap). Mathematically, it is not possible to find a PDE and a boundary
condition on 92 even in the sense of distribution.

According to Soner (1986), the mapping from the state to the set of admissible controls
a— Ag(and ¢ € A,) "will have a complicated structure", and its regularity may not be insured
in general. In our situation, it will be the case and we will implicitly impose a constraint on
the derivative of the value function at the boundary.

This will result on both (i) a Dirac mass on the boundary and (ii) an explosion near
the boundary. Economically, there is a lower bound on the value of this borrowing limit:
a > —zjw/ry. The latter term represents the natural borrowing limit — the credit that an
agent could repay if it would fall permanently in the low income state (and repaying its debt

at rate r¢.

The supply side — a neoclassical firm

The supply side is driven by a representative firm, produce goods following a production
function of aggregate productivity, capital and labor F/(A, K, L), supposed to be concave in the
two last variables. Given § the depreciation of capital and A productivity level, the firm is
producing in a perfectly competitive environment, and thus maximize its profit:

H(Kt, Lt) = Sup F(At, Kt, Lt) — (Tt + 5)Kt — ’U)tLt
K,L

The price of demanded input factors —i.e. r; interest rate, w; wage — will be determined by the

First-Order-Condition of this optimization problem:
Ty = 8KF(Ata Ky, Lt) =9 Wy = aLF(At, Ky, Lt)

In this article, we suppose that (i) production function is simply given by the Cobb-Douglas
production function: F(A;, K, L) = Ay K L; %, and (ii) the effective labor supply is fixed and
equal to the average productivity of households: z4, = %

The optimality relation described above reduce to :

ANt
K(r):= ( oz+ 5) T 2w Capital demand
r
w=(1—-a)AK,/ Wage
r=aAK e ¢ Interest rate

Wage and interest rate are indeed constant when productivity A and all parameters are

constant. Let us look at the Mean Field Game formulation of the problem.

A mean field game formulation
This stochastic control problem boils down to a system of two partial differential equation: (i)
a Hamilton-Jacobi-Bellman (HJB) equation and (ii) a Fokker-Plank (or Kolmogorov Forward
— FP). When parameters are constant, the stationary equilibrium system is described by the

equations:



pvj(a) = maxu(c) + Gavj(a)(zjw + ra — c) + Aj(v—;(a) = vj(a)) [HIB]

0= L 155(0) g5(@)] + Ajgs(a) ~ Asg-5(a) [FP)
S(r) = /oo agi(a)da + /00 agz(a)da = K(r) [Market clearing|

where j indicate the z-state of the agent and —j the opposite state.
However, when the system is subject to shocks — under either (i) perfect foresight, i.e. de-
terministic transitions, (ii) MIT shocks i.e. unanticipated (zero probability) shocks, the system

dynamics is described by the two following PDEs:

pvj(t,a) = Ow;(t,a) + max u(c) + 0qvj(t,a) sj(t,a) + Xj(v—;(t,a) —vj(t,a)) [HIB]
d

0= 8kg;(t,a) + —[s5(t, @) g;(t, @) + g (8, @) — A—jg-;(t, a) [FP]

S(t,r) = / agi(t,a)da + / aga(t,a)da = K(t,r) [Market clearing]

sj(t,a) = zjw +rea —¢i(t,a) ¢j(t,a) = (u') "} (avs(t, a)) [FOC]

vi(T,-) = v™ 9;(0,) = ¢° dovj(a) > v/ (Fw + ra) [Boundary conditions]

In these two cases, the third equations describe the market clearing, i.e. the Walrasian ad-
justment of prices (i.e. interest rate) to equalize supply of saving S(r) and demand for capital
K(r). The last equation represents the optimality condition of the control variable ¢. The HIB
actually features an optimization problem, and, since the objective u(c) — pc is concave in e,
the optimum is reached for: «/(c*) = p and thus ¢* = (v/)~(p).

Here the state-constraint does not show up in the HIB (as could be the case in discrete
time) but it appears in the boundary condition. It comes from the optimality of the maxi-
mization in the HJB — holding everywhere, and in particular at ¢ — and the FOC is given by
u'(c?(a)) = 0407 (a), and the state-constraint affecting the control: s7(a) = zzw—kr a—cl(a) > 0.
Since u is concave, its derivative is decreasing, yielding the boundary condition:

u'(w +ra)) < '(d(a)) = 0ar? (a).

3 Introducing aggregate shocks

We now consider the same framework, when introducing the aggregate shock, or common
noise — to use to mathematics idiom. Here, the level of productivity A; (TFP: total factor pro-
ductivity) is subject to random fluctuations, and this affects firms in their production process,
and thus prices of the factors (interest rate and wages) and in turn the behavior of households.

The form of the stochastic process for aggregate productivity will matter a lot for the
anticipations of agents (who are perfectly forward looking and thus draw expectations). The

simplest way would be to consider a simple Brownian motion dB; starting at a initial level A and



stopped at a deterministic stopping time T (assuming to be the stationary equilibrium). This
will be the situation considered in the following mathematical analysis and the first simulation.

Moreover, to study the transmission mechanisms after a transitory shock analogous to
an AR(1) process. The closest process in continuous time would be a "Generalized Ornstein
Uhlenbeck" or "Jump-Drift Process": dX; = —0(X; — p)dt+ edN; where dN; is a jump process
(dN = 1 with intensity \) and & ~ N(0,02). This latest is the one we consider for the plot of

the Impulse Response Functions (IRF) in the results in section 5.

3.1 General framework

To provide the general framework with common noise, we can consider the case where
the evolution of idiosyncratic state z; and common state A; are diffusion processes. We denote

my the measure of the states (a, z¢, Ar) and (my, a) the first moment of the measure w.r.t the

states a;. oo
sup IEO/ e Plu(cy)dt (1)
Ct 0
da; = (zt (Ay Ky (Mg, a)) + (Ag Ky (Mg, a) a-l_ 0)ay — ct>dt & ar > a (wealth)
dz; = b1 (2)dt + V20idiod B, (labor productivity)
dAy = b (Ay)dt + V20comd W (aggreg. productivity)

where we normalized the labor supply z4, = (my, z) to a constant and defined x,, = (1 — «)z,,*
and k, = azl;® to alleviate a bit the notations. Consumption ¢; is the control of the agent.
We can rewrite our framework, using the standard notations from stochastic control/MFG?®

Therefore, the dynamics of the state is the following:

dX; = b(Xy, my, f)dt + 540 dB; + 7™ dW
dX; = —DpH (t, X¢, my, Dyve(Xy))dt + 5 4°d By + <™ AW} (2)

where vy is the value function of the control problem and H the hamiltonian given below and
By and W) respectively the idiosyncratic and common noise — both are 1-dimensional Wiener
processes (Brownian motion), due to the value of °¥° and ™. This formalism is closer to
the usual notation of the MFG literature.

By posing the Hamiltonian H(t,z,m,p) = max, (u(a) + b(z,m, a) ~p) we see that we
are in a "strongly coupled" Mean Field Game problem: the coupling between agents states and
the measure of other players depends on their strategies, through the prices (interest rate and

wages). For results on strongly coupled MFG, see Bertucci et al. (2018).

"With X, = (at, 2, A¢) the state is in R3, the optimal control o*(t,x,m,p) = ¢; and we use the vector
formulation:

2t At Kw (M, a)® + (Ay mr<mt,a>a—1_ d)ar —c; ) Fidio  _ 0 V2gidio O)T

b(Xt, mg, Of:) = bidio(zt) ~com  _ /95com\T
bcom(At) g = (O7 0, 20 )



Finite vs. infinite-horizon. Economics models are often formalized in infinite horizon,
discounting the future at a rate p. Considering first a stationary equilibrium — a "steady-
state" — usual methods analyze transmission effects of a one-time shock — an "unexpected and
transitory deviation from steady state" — in a given number of periods (in discrete time). In
the following, we adopt an intermediary setting: for a finite time period [0,77], the system is
subject to aggregate shocks, and thereafter, when ¢ > T', the MFG system returns to the case
without aggregate uncertainty — the aggregate uncertainty is "switched off". As a result, the
main difference is to consider multiple trajectories of aggregate noise: there are thus many
different "steady-states". The advantage is also to consider the MFG with common noise in
finite-time horizon, a setting more familiar for applied mathematicians.

Therefore, the MFG without common noise, when o™ = (0, is characterized by the usual
system of PDE:

—0w(t,x) + po(t,x) = H(t,x,m, Dyv) + 0'¥°d2 v(t, x) on [0,T]xX

Orm(t,xz) — div {DPH(t,ac, m, D) m(t,x)} — o092 m(t,z) =0 on [0,7]xX

(T, ) = v m(0,-) = m° on X

(3)

where X := [g, 00) xR [0, 00), and v> is the value function for the stationary control problem.
The Hamiltonian is given above by H(t,z,m,p) = max, (u(a) + b(xz,m, a) -p). Note that
we adopt this notation since, in our special setting, o™¥°02 v(t,z) = 3 tr (55" °D2v(t, z))
and o402 m(t,z) = $D2(55"4°m(t,x)). We emphasize the fact that the MFG equilibria is
deterministic is this context. Let us figure out what would be the setting when a transitory —

finite-horizon — aggregate shock occurs.

3.2 MFG with common noise — Different mathematical approaches

When %™ > 0 the effect of the common noise is to randomize the MFG system. Therefore,
the measure m; becomes a random flow of measures, and can be now considered as a flow of
conditional marginal measures of (X;);>o given the realization of the common noise W7, i.e.
formally m; = L£(X;|W?). Many different approaches exist in the mathematical literature to
handle such framework.

Given the forward dynamics of the state eq. (2), solving the Mean Field Game usually

consists in four steps:

1. Fix an arbitrary measure my, that should now be a stochastic process (over P(X)) adapted to the

filtration F° generated by the common noise W?0.

2. Solve the standard stochastic control problem eq. (1) with random coefficient, subject to the
dynamics eq. (2)

3. When an optimal control exists in feedback form o*(t,z,m), plug it into the Fokker Planck to

obtain the evolution of mj.
4. Find a fixed point where this solution m’ is precisely the m we started from. It reduces to a search

for a flow of random measure such that m; = £(X; |FY)



In presence of common noise, the difficulty is twofold. First, the fixed point problem is
performed in an infinite dimensional space [C([0,T], P(X))]® where © denotes the underlying
probability space carrying the common noise. This space being too large, the use of compactness
arguments may fail, preventing the proof of existence by mean of Schauder’s Theorem — the
standard method to solve the case without common noise. Second, the control problem should
be solved in the space of stochastic processes, i.e. adapted to F?. Let us see now how to deal
with such issue.

First, as introduced above, this MFG system with common noise could be view as a
system of Stochastic Partial Differential Equation. Following the approach of Cardaliaguet,
Delarue, Lasry, and Lions (2017) and Carmona and Delarue (2014), we can the model as a
system of Forward-Backward SDE or Stochastic PDE :

dvy = |pvy — ’H(t,x,m, vat) — aidi"@Q vp — Ucom82 vp — \/2000m8¢3Z0] dt + Z2dWy on X &tel0,T]
dmy = | div (DpH (t, T, m, Dxfu) mt) + aZdZOE?? my + oM. mt} dt — \/20m 9 omy AW on X &tel0,T)

vp = 0™ mo = mP° on X

(4)
where (v, Z)) is solution of the first Backward Stochastic Differential equation (BSDE) and Z°
the (1-dim) random field that allows the solution to be adapted to the filtration F° generated
by the common noise WP°. Said differently, it could be understood as the "effect of common

uncertainty" on value and behavior of agents.

Second, another solution covered in the recent literature of Mean Field Game consists in
rewriting the problem in infinite-dimension using the Master equation, as described in Cardaliaguet,
Delarue, Lasry, and Lions (2017). Set over the state-space X times the space of probability
measure P(X), this equation describe the Nash equilibrium in a single equation of the value
U(t,x,m) and constitutes the appropriate setting to understand MFG with common noise.
The MFG system of SPDE can be viewed as a characteristic of the master equation and in our

framework, the latter becomes:
—0U + pU —H(-, D,U) — 0492 U — 0°md2 U — /X 7100, Oy U (5 y) 4 07" 0y Oms U (-5 y) m(dy)
/ Om, U (¢ 8p17-[( Y, DUy, ))m(dy) — 20 Xa$3Dm3U(-,a:, s y)m(dy)
oom XXX(?Z U(-z, 5,9 mE?(dy,dy') =0 in [0, 7] x X x P(X)

U(t,z,m) =v>®(z,m) in XxP(X)
(5)

where U and H are taken in (¢t,x,m) and U(-,z,-;y) = U(t,z,m;y) where there could be
ambiguities. Note that to transform the MFG system of SPDE into the master equation, we
identified the random field Z with :

Z)(x /D Ul(t, z,m;y)m(dy)
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A complete description of this master equation is dedicated in the longer version of this
paper. Note that it is analogous to the infinite-dimensional HJB expressed in equation (43) of
the Appendix A.1. of Ahn, Kaplan, Moll, Winberry, and Wolf (2018). It includes both local
(the five first) terms and non-local (the five last) terms. The latter are specific to MFG and
include how agents expect the evolution of the distribution of the different states (wealth x,
idiosyncratic xg or aggregate x3 productivity), with aggregate uncertainty.

Third, a last approach of the mathematical literature to handle common noise is to study
weak equilibria of the MFG. The strategy developed in Carmona, Delarue, and Lacker (2016)
relies on pure probabilistic arguments and a procedure to discretize the common noise. Focusing
on the case where the common noise has a finite number of outcomes, one can use the "usual"
procedure for MFG existence, this time conditioning on a finitely-supported approximation of
the aggregate noise. The existence when refining the discretization is thus only proved as a weak
equilibrium, exactly as weak solutions for stochastic differential equations, where the measure
my of the controlled process may not be adapted to the aggregate shocks. However, under the
assumption of pathwise uniqueness, the authors can prove an analogous version of the Yamada-
Watanabe theorem for SDE: any weakly existing equilibria that satisfy pathwise uniqueness —
i.e. indistinguishable trajectories — is in fact a strong solution of the MFG.

This approach could be seen as a rationale for the numerical scheme we develop in the

next section.

4 The solution method: a discretization procedure

The main idea of our method is to approximate the stochastic process of common noise.
In this setting, the only state affected by this aggregate shock is the productivity level As.
We use a tree structure to approximate this process in time with a finite number M of simple
shocks, and in space with a finite number K of possible states. With this method, one can
approximate any process using a finite number K™ of trajectories. When we consider a simple
Brownian Motion dW? or other diffusion processes, we can use different tree structures: (i)

binomial, trinomial or "K-nomial" trees and (ii) optimal quantization trees.

Building trees
More precisely, in our case, the process for productivity A; starts at Ag. We first discretize
the time: [0,7] is divided M + 1 periods [ty,, tm+1] with m € {1,..., M}, uniformly every
AT = MLH At each date t,,, the process A; switches between K deterministic trajectories
(Af)te[tm,tmﬂ] with k € {1,..., K'}. The probability of transition from one state A, to one of
these K trajectories is my, |k, = P(Ar = AF Yt € [ttt ‘Atm)

This way, we can "build" a tree of different trajectories of common noise, and the dis-
cretized process is still stochastic, with the probability of transition given by the coefficient of

the hypermatrix 7y, x, — Whose coefficients should be carefully chosen as we will see. When

taking AT — 0, you can approximate any process.
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Solving the MFG system — grafting branches
A way to 'solve’ the MFG with common noise is to compute the evolution of the MFG system —
HJB and FP equations — on each branch, i.e. on each deterministic trajectories (Af)te[tm,tmﬂ}

For a given trajectory, the value function at time ¢,, depends on the state A;  and writes:

T
V(tm, x, Ay,,) = supE[/ e Plu(cy)dt ‘ Atm}
tm

Ct

tm+1
=supE [/ e_ptu(ct)dt + e_ptm+1v(tm+17 Xtm+1 ) Atm+1) ’ Atm:|
Ct tm

by applying standard dynamic programming arguments. Therefore, by denoting ¢, the time
before revelation of the shock, and ¢, when the future trajectory is revealed, the HJB equation

with random coefficients A¥™ becomes:

—ow(t, x, A,’fm) + pu(t, z, Afm) = H(t, x,m, va) + aidioaxiv(t, x, Afm) on [tm, tm+1] xX
- kmy _ km
Uty AF™) = E[v(t:rn+1,:v,Atm+l) ‘ Atm} on X

Therefore, the dynamics of A; matter a lot on how the agents consider this terminal condition,

which can thus be written, when the common noise is discretized, as follow:

K
v(t;Hl, T, Akm) = Z Tk v(t;LH, x, Afmﬂ)
k=1

In particular, since agents are forward looking (and rational!), they form expectations over
the different set of future branches, and that will be accounted in the value function. The
value function "jumps" between ¢, and ¢ to correct the (past) expectations after the shock
of information. Also, the presence of this conditional expectation E[-| Ay, ] allows the value
function to be adapted to the filtration generated by the common noise A;.

Note that, at the last period [tps,T], there is no more uncertainty and the terminal
condition becomes:

(T, -, AI%M) = pokum

where v>FM is the stationary value function of one of the K™ terminal equilibria. To compute
these value function, the algorithm will therefore the HJBs backward, starting from the terminal
condition and correcting the value function at each node by taking the conditional expectation

w.r.t. the common noise.

Consider now the associated Fokker Planck equation, on each interval [t,,, 1], when
the controlled drift is given by D,H. Again, the measure depends on the random coefficient

AFm through the controls:

oym(t, z, Akm) — div [Dﬂ-l(t,a:,m, va(-,Akm)) m(t, x, Akm)} - aidioa§2m(t, x, Akm) =0 on [tm, tmy1]xX
mth, - Ayr) = mit, AFm1y on X

ms ms —
tm
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where m(t],-) = m? for the first period starting at ¢; := 0. However, in contrast of the value
function, the measure is backward-looking and naturally accounts for the past drift values. It
is therefore continuous in time ¢. To compute the measure, the F.P. equations will be solved

forward, starting from the initial condition for each trajectory of the common noise.

4.1 Binomial/trinomial tree structure

When we consider a simple Brownian Motion dW?° or other diffusion processes®

, an ob-
vious approximation would be to consider a simple random walk, a process that rises or drops
with probability /2. Moreover, one could also think about the "normal"-random-walks:

Sn
Sn = Zf‘:k with €k NN(O, 1) and Wt(n) — ﬁ

k \/ﬁ
The Donsker’s theorem provides a strong justification of this approximation: the process Wt(n)

as a random variable on the Skorokhod space D([0,T]) will converge in law toward a standard

Brownian Motion, when time increment goes to zero, i.e. when n — oo.

Parametrization
How to choose the trajectories (Afm)te[tmtm 4] and the transition probability m, .z, 7 Here,
we take advantage of the fact that the increment of the random walk follows a normal distribu-
tion. Hence, one should refer to the "Gaussian case" in the literature on optimal quantization,
cf. Pagés and Printems (2003) and Pages (2017).

Concretely, thanks to the database on the website http://quantize.maths-£fi.com, the
procedure is relatively straighforward. To approximate the distribution of the aggregate shock,
one should choose a Voronoi quantization grid I' = {ay,...,ax} in order to minimize the L*-
mean quantization error e(Ay,I') = || ming, yer [Ar — ar ||, between the random variable Ay
and the nearest neighbor” a; in I'. The problem consists thus in the minimization over all grids
I" of size K:

ex2(Ay) = inf {eg2(A,T) [T CR, I < K}

Now, considering this grid I, with the Voronoi partition (Cj(I')) such that

1<k<K
C.L( R:|z— < i —a;
() {zeRs ol < i 2 -}

we compute the probability weight p, by measuring the probability of the random variable

falling into this particular Voronoi cell
Di = P(At € Ck(F))

Moreover, (a) the Brownian motion has stationary increment, one could apply the same method

51f one would approximate diffusions, e.g. Geometric Brownian motion or Ornstein-Uhlenbeck processes with
bi/trinomial trees, one could also refer to the simulation by T. Montes, cf. http://simulations.lpsm.paris/
trinomial_trees/

"Therefore, this approach looks similar to clustering methods in machine leaning
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for every node and every level 1 < m < M of the tree and (b) the increments being independent,
the probability of transition is simply Tp |k, = Phyyr -
In the following, we will use several concrete examples:
(i) A simple tree, where K = 3 branches per nodes and M = 3 "waves" of shocks,
(ii) A "long" tree, where K =2 and M =9, where the time discretization is finer

(iii) a "large tree", where K = 7 and M = 3 the (space) quantization grid is finer

Aggregate productivity Aggregate productivity R Aggregate productivity

L L L L L L L | |
4 6 8 10 12 14 16 0 5 10 15 20 25 30 35 ac 0 2 a 6 8 10 12 14 16
Time Time Time

4.2 Quantization tree

Previously, we used optimal quantization for every increment of the tree, which were
gaussian. We could also consider quantization trees for the whole process. The main idea is
approximate the process using a skeleton of the distribution, supported by a tree whose branches
are not identical anymore. The description of this approach — used a lot in Math-Finance — is

provided in the longer version of this paper®.

4.3 Algorithm — solving the MFG on each branch of the tree

The objective is to find equilibrium of the MFG i.e. the value function v; and the measure
gj = my(+, 25) (j = 1,2) solving the two PDEs and the interest rate r clearing the market.

A complete description can be found in the long version of the paper. We summarize here
the general method to find the equilibrium fixed point, iterating on ¢:

1. Guess interest rate r‘, compute capital demand K (r’) & wages w(K)
2. Solve the HJB using finite differences (semi-implicit method): obtain the controlled drift sﬁ(a)

and then the value function Uf , by solving a system of sort:

Vn+1 — "
4oV =u(v") + AV ) v
-
e In the stationary equilibrium, solve for v.,. In the transition case, compute the path of v™,

N

starting from the terminal condition v = v, and iterating backward.

3. Using AT, solve the FP equation, via the finite diff. system:
w + A(v";r)Tg" ™! =0, and obtain g;
e In the stationary equilibrium, solve for g.,. In the transition case, compute the path of g”,

starting from the initial condition ¢ = gy and iterating forward.

80ne could refer to Bally, Pagés, and Printems (2005) for a more general approach
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4. Compute the capital supply S(g,r) = [~ agi(a)da+ [;° ags(a)da

a

5. If S(r) > K(r), decrease r‘*1, updating (using bisection method, and conversely, and come back

to step 2.
6. Stop if S(r) =~ K(r)

Duality: Solving the FP using the HJB
In this problem, the FP is the adjoint equation of the HJB equation. As a result, the operator
matrix in the Fokker Plank equation is the transpose (AT) of the HJB operator matrix A —
taking optimal consumption as given. Therefore, the most important would be to solve the HJB
equation numerically and then to solve FP by "simply" transposing the matrix A.

Common noise
The algorithm is rationalized and explained above: it consists in choosing an appropriate tree
structure to approximate the common noise A;. On this tree representing K™ trajectories —
M waves of shocks and K branches for each shock — one would solve the time-varying MFG

equilibria, using the right boundary conditions:

e A terminal condition for the HIB: vF~y = Dok 7TkN+1|kNVkN+1

e An initial condition for the FP: ¢° = go and solve the FP on the full trajectory on [0, T

The equilibrium on one branch of the tree, with a deterministic trajectory of A, is exactly the

one described above.

4.4 Relative advantages and computational challenge

As observed above, the MFG equilibrium strongly depends on past values of aggregate
shocks: two equilibria with the same value A, differ if the past values A, , were different.
This past value indeed affects the evolution of the measure — which is backward looking and
thus path-dependent. This is a concrete sign that MFG equilibria are not Markovian in z € X.
However, it will Markovian when enlarging the space to include the measure, i.e. X xP(X).
This observation justify the use of the Master equation to describe MFG equilibria.

The main drawback of this method is the computational difficulty of simulating the
stochastic system of forward-backward PDEs. Indeed, the tree structure complexity increases
exponentially due to the size K™ of the discretization grid. This has two effects: (i) it increases
the number of trajectories K™ one has to simulate, the number of both HJB and FP equations
to solve, and thus the time of computation, and (ii) it increases the size of the data, since
the value function and the measure are array in four dimensions: [0,7]xX and € the space
supporting the underling common noise. This memory therefore increases exponentially when
the discretization is made finer.

These two difficulties can be tackled by different arrangements for example by parallelizing

the algorithm — as the tree structure would allow to compute the trajectories on different cores.
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5 Results — Precautionary saving along the business cycle

In this section, we will cover the result of our simulation for the standard Krusell-Smith
framework as well as a brief note on the extensions with endogenous labor supply (a la RBC)
or nominal rigidities (& la New Keynesian, i.e. HANK)

We provide results of the model with aggregate uncertainty in TFP Ay:

e with a Brownian common noise 4; = Ay + B;.

e with a common noise following a Generalized Ornstein-Ulhenbeck, or "Jump-Drift" process :
d:&: = —9(:4: — E))dt + edN; where dN; is a jump process (dN = 1 with intensity A) and
e ~ N(0,02%). We consider such process to provide economic intuitions, as it allows to plot the
Impulse Response Functions (IRF) after a one-time temporary deviation from steady-state.

e we then compare the previous results with standard IRF of the representative agent model (i.e.

single player in the game), simulated using Dynare

5.1 Discretized Brownian common noise

We presents the simulation of the MFG system with common noise of the "simple tree"
(i) in the following, to provide intuitions and economic results. The trees (ii)-(v) described in

section 4 are displayed in the long version of this paper.

The evolution of aggregate variables
How agent heterogeneity interact with aggregate dynamics in presence of aggregate shocks? In
the following graph we plot the evolution of the main variables — capital supply, consumption
and saving, and prices, interest rate and wages — along each branch of the tree of productivity.

Note that the colors of the trajectories are linked between the different graphs: for instance
the sky blue line corresponds to the "best scenario" of productivity on all the plots.

As a result of the continuity of the wealth distribution ¢ in time, the capital stock adjust
continuously, unlike the consumption and saving that feature jumps at each nodes of the tree.
In particular, saving is subject to two opposite effects:

(i) at the revelation of the common noise, there is a shift in expectations of households, and
they reduce their precautionary saving during the boom, decreasing demand for asset/capital
and raising interest rate.

(ii) since the productivity rises over time, the capital is more productive and the demand for
capital from firms slowly increases as well, raising interest rate and wages. This mechanically
increases disposable income, saving and investment.

The first motive is instantaneous but typical of heterogenous agents model while the
second is revealed with the change in productivity and prices and is similar to standard Brock-
Mirman dynamics. The shift from the first to the second will change the trend of capital

evolution, from a drop to a surge during boom periods.
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Figure 1: Evolution of aggregate variables with a Brownian TFP in the Krusell-Smith model

The value function and wealth distribution across time
As explained in section 3.1, both the value function and the measure are now random variables
adapted to the filtration generated by the common noise o(Bf). Since these objects are infinite
dimensional and "functions" of the common noise (i.e. adapted to the "alea" generated by this
noise), the task to display the evolution might not be obvious.

With our discretization procedure, we choose to use the tree (ii) as described in section 4,
with K = 2 and M = 9 to make the result of the evolution of v; and m; clearer. Note that the
simulation for this tree (ii) is displayed in the long version of this paper.

The probability distribution of the value or measure would be E;(v|o(BY)) ~ h*(Bf) and
E¢(ve|o(BY)) = h™(BY), where kY : @ — C(X) and h™ : Q; — P(X), where ) is heuristically
the probability space supporting the common noise at time ¢.

These random variables have value in C(X) or P(X), where X is in the 3 dimensions.

Instead of plotting one dimension at a time, we choose to display two trajectories wy :

e The "best case" scenario, where aggregate productivity only increases at each tree node

e The "worst case" scenario, where the economy is only subject to TFP contraction

First of all, let us show the value function and the measure at the initial point of the
game, i.e. at t = 0 and at the end of the game — when the randomness is switched off as
explained in our remark at the beginning of section 3.1 —i.e. at t = T in these two scenarios

for productivity.
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Figure 2: Value functions and distribution of both type of agents at the time boundaries

We see the aggregate productivity distorts both the measure of the agents and shift
upward or downward the value function for both high and low income agents. The mechanism
is intuitive: the value increases in boom and decreases in contraction, and the measure shifts to
the right — people become richer on average — in boom, and shift to the left — concentrate more
on low wealth — when economy is depressed. We now describe more precisely the underlying
mechanisms for these two trajectories.

As described before, for each 'wave’ of shock m € {1,..., M}, there is a change of infor-
mation about productivity A; between ¢, and t,\,. Therefore, the value function is discontinuous
at this point ¢, to account for the revelation of the shock: this jump in the value function is
linked to the jump in consumption and saving since the agents will evaluate differently the

need of precautionary saving — depending of the probability of future shocks, thus changing the

conditional expectation.

Value function evolution, in two scenarios for productivity Value function evolution, in two scenarios for productivity
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Figure 3: Value functions both type of agents in two trajectories of agg. productivity over time

For the two scenarios of productivity, the previous two graphs display the evolution of
value functions for poor agents (low income j = 1, LHS) and rich agents j = 2 (RHS). Note
that the scale may change the shape of the graphs: despite having different state z; the poor

18



and rich agents have almost similar value function, as displayed in the fig. 2

On the contrary, the wealth distribution is continuous over time. The control and the
controlled drift, b(t, z, m,a*) = —DyH(t,z,m, V), will also jump — as function of the value
function — but the measure have a smooth evolution as only the infinitesimal variation in the
Fokker Planck distorts the shape of the distribution.

In the next four graphs, the wealth distribution is represented as a function of time for the
two scenario: best case (LHS) and worst-case scenario (RHS), for the poor agent (first line), or
the rich (second line). Note that the wealth distribution shift leftward in situation of recession
(decrease in productivity), since the income in mechanically lower: both wages and interest rate

are decreasing due to the structural change in productivity A;.

Wealth distribution evolution, for Poor agents, in the best scenario for productivity Wealth distribution evolution, for Poor agents, in the worst scenario for productivity
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Figure 4: Wealth distribution of both type of agents, in two trajectories of agg. TFP over time

However, we claim that — due to precautionary saving — this leftward shift is attenuated
by the willingness of both rich and poor agents to accumulate relatively more assets. Indeed,
they self-insure against potential risk of further recessions or risk of falling (or staying) into
the low income state. This mechanism changing the control has a smoothing effect on capital
evolution — the first moment of the distribution — and the evolution of consumption and saving
has general equilibrium effects on wages and interest rate, as we explain next.

Note that the effect is qualitatively reversed when the productivity increases — in the best
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Conso decision ¢

case scenario — but the quantitative result is not symmetrical, since the MFG with common
noise is a highly non linear system.

To provide explicit argument for our claim — that precautionary saving have smoothing
effect on capital — we know display the evolution of the control — ¢j and the controlled drift
s = b(t,a, j,m,cy) for the low income agents for the worst-case scenario.

Note that the mechanism is similar for rich agents and reversed in the case of economic
growth (increase in A;). To display the clear mechanism, we come back on our "simple" tree

(i), where there is only M = 3 shocks, and the dynamics are more obvious.

Conso decision, for Poor agents, in the worst scenario for productivity Saving decision, for Poor agents, in the worst scenario for productivity
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Figure 5: Control — ¢; — and saving — s; — over time for low income agents in the worst case
scenario for productivity

As explained above in the description of the aggregate variables, the revelation of the
common noise change abruptly the behavior of household: in recession, the saving jumps up
and the consumption jumps down. This effect is strong, even though the aggregate productivity
have not changed yet — due to the continuity of the Brownian motion At,‘n = Atﬂt .

However, the important underlying reason is the change in conditional expectation of
future shocks: there is higher probability of falling is a future depression when the TFP is
already low — thanks to the martingale property of the Brownian motion.

The effect of such jump has general equilibrium effect: as displayed in fig. 1, the decrease
in capital is delayed — with capital increasing at first before decreasing subsequently — and the
interest rate drops more that what would be strictly implied by the change in productivity —
almost 15% drop when the change in TFP in only 5%.

The transmission channels and the quantitative effects should be analyzed with Impulse

Response Function (IRF) and that is the task we cover in the next section.
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5.2 Jump-drift process and Impulse Responses

In this section, we consider the aggregate shock, affecting firm’s productivity, that follows
a "Jump Drift" Process. This stochastic process, resembling closely to an Ornstein Uhlenbeck
process, is not a diffusion, but feature jumps and a mean-reverting behavior. Such dynamics al-
lows to plot the Impulse Response Functions (IRF) of the system. More precisely, the aggregate

productivity and the deviation from steady-state follows:

Ay = Age dA; = —9A,dt + =dN;
dN =1 with intensity A and &~ N(0,0%)

For this experiment, we plot one trajectories — among all the branches of the tree — that
represents the dynamics of the economy after a one-time temporary deviation from steady-state,
i.e. a jump dN; = 1 with € = 0. On the first plot (showing ﬁt) we display the upper and lower
bound of our approximation tree for this process. After the shock, the system is not perturbed

and comes back to the steady-state value of the aggregate productivity.

Aggregate productivity Capital stock (agg. wealth) K, Consumption C,

Output (Production)

Steady-state
Krusell-Smith (1 jump)

Figure 6: Impulse Responses to a one-time TFP shock in the Krusell-Smith model

An interesting feature, is the fact that poor agents, who are more likely to be credit-
constraint and hand-to-mouth, are more willing to reduce their precautionary saving when the
positive shock — while it is the reverse for rich agents — and increases relatively more their
consumption than the rich (high-income) agents.

Moreover, the increase in capital decreases its marginal productivity over time, causing
the interest rate to drop below its pre-shock level. This feature is standard in the Brock Mirman

model. We now want to now if the two models can provide quantitative differences.
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5.3 Comparison with representative agent model

In this section, we compare the previous model to the standard Brock Mirman model.
We simulate the model using DYNARE (cf. the CEPREMAP working paper Adjemian et al.

(2011)), a software solving rational expectations models using perturbation methods.

Agg. productivity
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Figure 7: Impulse to a TFP shock in the Brock Mirman model

If the quantitative difference may not be obvious, note that the capital stock increase by 0.5

% in the Krusell Smith model compared to 0.3 % in the Brock Mirman. This is due to the

larger increase in investment — caused by precautionary saving of the rich agents — that is

almost twice as large, 5% compared to 3 % and that imply a stronger amplification effect of the

productivity shock on output. Indeed the production reacts one to one to the 1.1% productivity

shock, while in the Brock Mirman the effect is dampened by consumption smoothing (c.f. Euler

Equation). Due to the presence of Hand-to-Mouth consumers, the reaction of consumption is

also much stronger in the Krusell-Smith model, with 0.25% compared to only 0.125 % in the

Brock-Mirman model.

5.4 Extensions

In two extensions, we consider a similar framework with :

(i) Endogenous labor supply

(ii) Price-rigidities: One-Asset HANK model

We use these two models to draw direct analogies with the most standard frameworks of the

macroeconomic literature: the RBC model and the NK model. By comparing the representative

agents models and their heterogeneous agents counterpart, we show that labor supply also



response to precautionary saving motives and that the interaction with nominal rigidities could
amplify aggregate fluctuation. Simulating the models using the same methods, we provide here
a short summary of these results, knowing that the complete description of the models and their
outcome can be found in the longer version.

In presence of endogenous labor supply, when the shocks are revealed, the change in
expectation affects the work effort of households in different ways. The agents with low in-
come/low wealth and close to the borrowing constraint react by supplying more labor. This
implies a slight amplification effect on the aggregate labor supply and output, that rises higher
(twice higher and 20 % respectively for labor and output) and last longer that the representative
agents (RBC) counterpart.

In the New Keynesian version of this model, firm’s Rotemberg pricing and Taylor-rule
monetary policy also affect the response to productivity shocks. The rigidity in prices when
associated with the precautionary saving can have a destabilizing effect on aggregate output.
This amplified transmission effect is known in HANK model, as explained in Challe, Matheron,
Ragot, and Rubio-Ramirez (2017) where the model is simulated with reduced heterogeneity.
Compared to the representative agent NK model, the predictions for labor supply, output "gap"
and inflation are reversed: positive TFP shock induces increased work efforts and consumptions
by poor households, generating amplification, inflation and monetary tightening (instead of
easing). The response of monetary policy with Taylor rule is also far from being optimal, as

discussed thoroughly in Bhandari, Evans, Golosov, and Sargent (2018)

6 Conclusion

In this project, we used novel methods to simulate the Mean Field Game system with
common noise. This system is composed of two stochastic PDEs: a Hamilton-Jacobi-Bellman
describing the evolution of the value function and a Fokker-Planck describing the evolution of the
distribution, and both depends on the realization of the common noise. After a discretization of
this process using different tree structures, these two PDEs were solved using a Finite-Difference
Scheme. This method can be applied to a large class of models, e.g. the Krusell-Smith model
and extensions.

Our main result is to show that agents heterogeneity matters quantitatively for aggregate
fluctuations through different channels. First, wealthier agents are hoarding larger quantity
of precautionary savings to self-insure against both idiosyncratic and aggregate uncertainty,
implying a surge in saving-investment after productivity shocks. Second, poorer agents are
more reactive to aggregate fluctuations — in income, wage and interest rate — and exhibit typical
hand-to-mouth behavior in consumption. This contrasts substantially with Krusell-Smith result
on "approximate-aggregation": in our simulation, it does not appear that controls of agents —
consumption and saving — exhibit any particular linearity in their states — income and wealth.

The strength of our approach is to keep the full heterogeneity of agents in both policy

function and distribution, and to be clear on anticipations of agents on future paths of shocks.
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More specifically, pure anticipation effects of uncertainty and general equilibrium effects could be
easily disentangled using our method. Our conclusion matters quantitatively for macroeconomic
dynamics as its creates amplification mechanisms of productivity shocks: in comparison to the
representative agent framework where permanent income hypothesis prevails and propagation

mechanisms are usually weak, our model feature one-to-one response of output to TFP shocks.
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